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THE TRIAD “INTELLECTUALIZATION - VIRTUALIZATION - BIG DATA”:
INTERDISCIPLINARY ISSUES ON NATURAL LANGUAGE STUDIES
AND DOCTORAL EDUCATION PERSPECTIVES

This article explores the interdisciplinary issues of natural language studies and the perspectives of doctoral education in
the context of the triad «Intellectualization — Virtualization — Big Data.» Recent advancements in technology have significantly
propelled progress in the field of natural language processing (NLP). Modern NLP relies heavily on machine learning and deep
learning techniques, enabling computers to learn from extensive datasets and execute tasks with high precision.

Key aspects highlighted in the article include the use of neural networks, attention mechanisms, and transfer
learning. The primary challenges facing contemporary NLP, such as ambiguity, data scarcity, lack of context, and ethical
concerns, are thoroughly discussed. Important research directions include multimodality, explainable neural networks,
and the development of NLP systems for low-resource languages.

The «Results and Discussion» section emphasizes the technological status of NLP and its significance in the realms
of intellectualization, virtualization, and big data analytics. Potential research areas are identified, such as enhancing
the intellectualization of NLP systems, creating virtual environments for NLP applications, and leveraging big data
analytics to improve the accuracy and efficiency of NLP systems.

Additionally, the article examines the training of doctoral students in the context of NLP and big data analytics,
highlighting the development of competencies in research data management and the methodological capital of educational
data science. The conclusion underscores the importance of integrating ethical considerations into the use of NLP
technologies and their relevance to contemporary doctoral education in Ukraine.

The study highlights the critical need for an integrated approach to language analysis, virtual environments, and big
data for the development of NLP systems and the modernization of doctoral education.

Key words: natural language processing (NLP), big data, doctoral education, doctoral students training, intellectual-
ization, virtualization.
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Introduction. In recent years, the development
of technology has enabled significant progress in
the field of natural language processing (NLP).

The basis of modern NLP is machine and deep
learning. These techniques allow computers to
learn from large data sets and perform tasks such
as language modeling, text classification, and sen-
timent analysis with high accuracy. Machine learn-
ing algorithms, particularly deep neural networks,
have shown extraordinary success in NLP tasks,
outperforming traditional rule-based approaches.

Neural networks are a type of machine learning
algorithm that has shown extraordinary success in
NLP tasks. They are particularly effective in tasks
such as language modeling, where they can learn
to predict the next word in a sentence based on
the context provided by previous words.

Word embedding is a technique used to repre-
sent words as vectors in a high-dimensional space.
This allows computers to capture the semantic
meaning of words and phrases, allowing them to
perform tasks such as text classification and tonal-
ity analysis with greater accuracy.

Attention mechanisms are a technique used to
focus the computer’s attention on specific parts
of the input data when performing NLP tasks. This
can be particularly useful in tasks such as machine
translation, where the computer must pay attention
to both the source language and the target language.

Transfer learning is a technique that allows
computers to use knowledge gained from one
task to perform another related task. In practice,
when using large language models, you don’t have
to deal with creating new models and training
them from scratch on the client side. Most often,
it will be necessary to create models on the basis
of already existing ones. This technique is called
Transfer Learning. This is a technology that has
greatly advanced the field of NLP. This approach
involves using pre-trained models and fine-tuning
them for specific tasks, resulting in more accurate
and efficient work. Transfer learning has enabled
NLP systems to achieve state-of-the-art results in
a variety of applications, including translation, text
tonality analysis, and text generation.

Challenges of modern NLP:

— Ambiguity. One of the biggest challenges in
NLP is dealing with ambiguity. Natural language is
inherently ambiguous, and words and phrases often
have multiple meanings. This can make it difficult

for computers to accurately interpret and under-
stand human language.

— Limited data. Another problem in NLP is
the limited availability of data. Many languages
do not have a large amount of data available for
training and testing, which can limit the accuracy
of NLP systems.

— Lack of context. NLP systems often struggle to
understand the context in which language is used.
This can lead to errors and misunderstandings, espe-
cially in tasks such as machine translation.

— Ethical problems. NLP raises a number of eth-
ical concerns, such as the potential for bias in algo-
rithms and the impact of automation on employ-
ment. These issues need to be addressed to ensure
that NLP systems are used responsibly and ethically.

One of the most important areas of research
is multimodality, which involves the analysis
and understanding of language in combination
with other modalities, such as computer vision,
speech recognition and generation. Another direc-
tion of research is explanatory (self-explanatory)
neural networks, the purpose of which is to provide
transparency and interpretation of NLP systems.
In addition, there is growing interest in develop-
ing NLP systems that can work with low-resource
languages, which can have a significant impact on
language and cultural heritage preservation.

Results and Discussion. The technological sta-
tus of natural language has made significant prog-
ress in recent years thanks to advances in machine
learning and deep learning. However, to ensure
responsible and ethical use of NLP systems, issues
such as ambiguity, data limitations, and ethical
issues must be addressed.

The triad “Intellectualization — Virtualization —
Big Data” had a significant impact on the techno-
logical status of natural language. Research direc-
tions that determine the interaction between these
three factors are:

Intellectualization of NLP. With the increas-
ing availability of large data sets and advances in
machine learning, NLP has become an intellectually
demanding field that requires a deep understand-
ing of linguistics, computer science, and statistics.
Scientists are exploring new methods of intellectu-
alizing NLP, such as incorporating subject-specific
knowledge, using cognitive computing techniques,
and developing more complex models that can cap-
ture the nuances of human language.
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Virtualization of NLP. The advent of virtual
assistants, chatbots, and other virtual interfaces has
led to the virtualization of NLP. Researchers are
looking for ways to create more interactive virtual
environments that can mimic human conversa-
tions and improve user interaction. This includes
the development of more advanced dialogue sys-
tems, the integration of NLP with computer vision
and other means of sensory input, and the creation
of personalized avatars that can be adapted to
the user’s preferences and needs.

Big Data Analytics for NLP. The abundance
of digital data has created new opportunities for
research and application of NLP. Researchers use
big data analytics to improve the accuracy and effi-
ciency of NLP systems, develop more specialized
models for specific domains, and explore new appli-
cations of NLP in areas such as social network anal-
ysis, sentiment analysis, and information retrieval.

In our opinion, possible areas of research in this
field are:

Research in the field of intellectualization
of NLP systems to better understand the complex-
ity and nuances of human language.

Exploring opportunities for creating virtual
environments for NLP programs.

Investigating the potential application of big
data analytics in NLP to improve the accuracy
and efficiency of NLP systems.

Exploring the interrelationships in the Intelli-
gence- Virtualization-Big Data triad in NLP sys-
tems, the potential trade-offs and limitations of each
approach.

Overall, the interplay between intelligence, vir-
tualization, and big data analytics can significantly
impact the state of natural language technology,
enabling more sophisticated and accurate NLP
systems that can mimic all the nuances of human
speech and improve user interaction.

Research in the field of intellectualization
of NLP systems.

Improvingtheintellectualization of NLP systems
to better capture the complexity and nuances
of human language is an ongoing challenge in
the field. Possible directions of research in this
field are as follows:

Multimodal NLP. Incorporating multiple
modalities, such as computer vision, speech,
and gesture recognition, into NLP systems can
provide a more comprehensive understanding

of human language and behavior. It is necessary
to study the possibilities of using methods
of combining information from different modalities
and increasing the accuracy of NLP systems.

Cognitive NLP. Integrating cognitive science
and NLP can help create more intelligent
and human-like NLP systems. Research is
needed on the use of cognitive architectures, such
as the SOAR cognitive architecture, the core
cognitive pathway, and SCC (Structure, Substance,
Subject) to model human cognition and improve
the performance of NLP systems.

The SOAR (State-Object-Action-Result)
cognitive architecture is a theoretical framework for
understanding human cognition and decision-making.
It was developed by psychologists and cognitive
scientists, notably John R. Anderson and his colleagues,
as an alternative to more traditional cognitive
architectures such as information processing theory.

According to the SOAR system, cognition is
based on the interaction of four main components:

State: This refers to a person’s current mental
state, including their beliefs, desires, and goals. The
state component represents the overall cognitive
context in which the individual operates.

Object: This refers to external stimuli or objects that
aperson perceives and processes. An object component
represents specific aspects of the environment to which
an individual pays attention.

Action: This refers to actions or responses that
a person is considering or planning. The action
component represents a person’s intentions and goals
and the strategies they use to achieve those goals.

Result: This refers to the results or consequences
of a person’s actions. The result component is
the feedback that the individual receives about
the effectiveness of his actions.

The SOAR concept emphasizes the dynamic
and iterative nature of cognition, suggesting that
cognitive processes constantly interact and influence
each other. For example, the constituent component
can influence the object component, shaping
the attention and perception of the personality
of the environment. Similarly, an action component
can influence an outcome component, influencing
the outcome of a person’s actions.

One ofthe key strengths of the SOAR framework
is its ability to explain a wide range of cognitive
phenomena, including decision making, problem
solving, and learning. It also provides a useful
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framework for understanding the role of emotion
and motivation in cognition, as well as the influence
of cognitive biases and heuristics on decision
making.

Overall, the SOAR cognitive architecture
provides a comprehensive and flexible framework
for understanding the complex and dynamic
nature of human cognition. Its emphasis on
the interconnectedness of cognitive processes
and its ability to explain a wide range of cognitive
phenomena make it a valuable tool for researchers
and practitioners in fields such as psychology,
neuroscience, and education.

Competitive NLP. Competitive training
techniques can be used to improve the reliability
and generalization abilities of NLP systems.
Research is needed on the use of adversarial
methods to assess the strengths and weaknesses
of NLP systems and develop more resilient
and adaptive systems.

In 1991, Jirgen Schmidhuber published
adversarial neural networks, which compete with
each other in the form of an antagonistic game,
where the win of one network is the loss of the other.
The first network is a generative model that
simulates a probability distribution over the output
images. A second network is trained by gradient
descent to predict the environment’s response to
these images. This was called “artificial curiosity”.

Metalearning NLP. Metalearning is a machine
learning technique that involves learning how to
learn. Research is needed on the use of metalearning
in NLP to improve the adaptability and rapid
learning ability of NLP systems.

NLP “Human in the loop”. Collaborative
human-computer  interaction can  improve
the intelligence of NLP systems by incorporating
human feedback and judgment into the learning
process. Research and development of techniques
for using human-in-the-loop techniques such as
active learning to improve the performance of NLP
systems is needed.

A typical learning process for an ML model
is a cascading process in which the next stage
begins after the previous one is completed:
the task is set and the project structure is defined;
data is collected and manually marked, often by
a team of employees; data-scientists try several
model architectures and learning techniques,
from the simplest to the most powerful, to see

which ones work best; if the chosen architecture
and technique provide good performance, it is
deployed on the server.

A considerate disadvantage of this approach is
that in the first stages it requires a lot of time to
receive feedback, that is, the iteration cycles are
very slow, and the stages must be repeated. This
approach has several significant disadvantages:
at the beginning of the task, the task is often given
vaguely; it is difficult to understand in advance how
the data should be annotated; test data are not real
data, and this will be revealed only at the end; new
data must be repeatedly annotated to track current
model performance and improve the system.

Due to the ‘“human-in-the-loop” approach,
instead of hoping for smooth and linear progress,
an iterative approach is used to build the learning
model. The working model is trained from the first
data elements. It is updated frequently as new data is
added. The model and subject matter experts work
together to build, adapt, and improve the model
by annotating data or modifying the task to refine
requirements and performance. Active learning is
atypeofhuman-in-the-loop learning inwhich the data
for annotation is selected by the model. By focusing
on the most informative data, you can significantly
reduce the amount of data required. Thanks to
the presence in the feedback loop of the model, it
is possible to perform preliminary marking of data.
This allows you to organize a workflow where
annotation turns into a confirmation/rejection task
of recommended Al predictions.

Attributable to all of the above, this method is
much better suited for training models. A serious
obstacle to implementation is the complexity
of preparation. Most annotation interfaces do not
allow working with a learning model.

The disadvantage of human-in-the-loop systems
is that humans make mistakes, so any human-
in-the-loop system is prone to error. Another
disadvantage of such systems is their expensive
maintenance, as it should involve significant costs
for human intellectual work.

Explainable (self-explanatory) NLP systems.
Developing NLP systems that can provide transparent
and interpretable results is essential to building trust
and confidence in these systems. Research into
the use of techniques such as attention mechanisms,
feature importance, and visualization to improve
the explainability of NLP systems is needed.
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Multilingual NLP systems. NLP systems that can
handle multiple languages and dialects can provide
a more comprehensive understanding of human
language and culture. Research is needed on the use
of multilingual models and transfer learning to improve
the performance of multilingual NLP systems.

Emotional NLP systems. NLP systems that
can recognize and respond to emotions can provide
a more human-like and empathetic interaction
experience. Research is needed to explore the use
of affective technologies, such as emotion detection
and sentiment analysis, to improve the emotional
intelligence of NLP systems.

Social NLP. NLP systems that can understand
and respond to social cues such as social norms
and expectations can provide a more human-like
and socially acceptable interaction experience.
Research is needed on the use of social learning
and social signal processing methods to improve
the social intelligence of NLP systems.

Ethical NLP. Ensuring that NLP systems are
fair and respect privacy and security is essential
to their widespread adoption. Research is needed
on the development and use of techniques such as
de-biasing, maintaining confidentiality and secure
communication to enhance the ethicality of NLP
systems.

Exploring opportunities for creating virtual
environments for NLP programs.

Creating interactive virtual environments
for NLP applications can be achieved through
combining the following technologies
and techniques.

Virtual Reality (VR) and Augmented Reality
(AR). VR and AR technologies can be used to
create immersive, interactive virtual environments
that mimic real-world settings. For example, a VR
environment can be designed to simulate customer
interactions, allowing users to practice their
language skills in a realistic environment.

3D avatars and characters. 3D avatars
and characters can be used to create more engaging
and interactive virtual environments. These avatars
can be customized to represent different genders,
ages, and cultures, and animated to express
a variety of emotions and reactions.

Dialogue systems. Dialogue systems such as
chatbots and voice assistants can be used to create
more interactive and engaging virtual environments.
These interfaces can be integrated with NLP systems

to mimic human conversation and provide a more
personalized and responsive interaction.

Gamification. Gamification techniques such
as points, badges, and leaderboards can be used to
make NLP programs more engaging and interactive.
These techniques can be used to encourage users
to practice their language skills and create a sense
of accomplishment and achievement.

Social learning. Social learning techniques can
be used to create more immersive and interactive
virtual environments. For example, users can
interact with other students in a virtual classroom
or collaborative project, providing a sense
of community and social support.

Personalization and feedback. Personal-
ization methods can be used to adapt the virtual
environment to the individual user. For example,
the system can adjust the level of difficulty, con-
tent and feedback based on the user’s progress
and preferences.

In a virtual environment, users can be given
real-time feedback, allowing them to improve their
language skills and receive instant feedback on
their performance. This can be achieved using NLP
algorithms and machine learning techniques.

Doctoral education contexts

NLP and Big data analytics are among the core
issues in navigating doctoral education according
to the recent research articles analysis:

— Sound research data management (RDM)
competencies are seen as elementary tools used by
researchers to ensure integrated, reliable, and re-us-
able data, and to produce high-quality research
results (Jukka Rantasaari, 2021).

— Education data science might be understood
as assembling a new form of ‘methodological cap-
ital’ as educational institutions generate increasing
quantities of digital data (Ben Williamson, 2017).

— Training the next generation of doctoral
researchers in data science: challenges and recom-
mendations (Papagiannidis, Meadows & Panag-
iotopoulos, 2023), etc.

In line with many studies, data science techniques
have expanded research opportunities by creating
novel methodological landscapes and strategies
for tackling research topics (Papagiannidis, Mead-
ows & Panagiotopoulos, 2023). “The single biggest
stimulus of new tools and theories of data science is
the analysis of data to solve problems posed in terms
of the subject matter under investigation. Creative
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researchers, faced with problems posed by data, will
respond with a wealth of new ideas that often apply
much more widely than the particular data sets that
gave rise to the ideas.” (Cleveland, p. 22).

Extolling the potential of data science methods,
researchers caution that research should be driven
by “big questions” and not by “big data” (McK-
enna, Myers, and Newman, 2017). Moreover,
according to Boyd and Crawford (2017), certain
mythology also takes place: the widespread belief
that large data sets offer a higher form of intelli-
gence and knowledge that can generate insights
that were previously impossible, with the aura
of truth, objectivity, and accuracy”.

B. Williamson (2017) states that, “the method-
ological capital of educational data science con-

sists of competence in big data analyses, the abil-
ity to secure funding and strategic partnerships
and the capacity to produce knowledge and theory
that may be effective in the competition for control
over contemporary understandings of e-learning,
digital media, and education” (p. 120).

Based on the needs of training “cross-functional,
cross-discipline, omni-knowledgeable researchers
who can tackle any research objective that can deliver
valuable analytical insights from day one”, Papagi-
annidis, Meadows & Panagiotopoulos, (2023) have
developed the framework that identifies three areas
of tension related to big data applications: organisa-
tional learning (Learning), organisational leadership
(Leading) and societal tensions (Linking), putting
forward a set of recommended actions (Table 1).

Table 1

Learning, Leading, Linking Framework Recommendations

Challenges and areas
of attention

Key recommendations

and publication expectations.
Hard skills

Provide regular training and upskilling in response to changes in data science practice

Involve external partners to fill gaps in advanced skills and support doctoral supervision
and training. These could include interdisciplinary collaborations within universities or engagement
with national data centres, institutes and government statistical units.

Soft skills

Learning

interdisciplinary in nature.

Provide training that builds awareness of the individual characteristics (such as personality traits
and competencies, motivation, social skills, etc.) that support effective use of data skills.
Introduce training on soft skills that are important for complex data projects, which are often

Learning
processes

Create awareness, not just of how to operate in a diverse environment in relation to data, but also
how to contribute to such an environment, for example, how to actively address data management
and data quality issues in complex projects.

Ensure that researchers have experience of engaging with data science experts and other domain
specialists in at least one interdisciplinary project. This could be organised in the form of a data
study group, consulting project or placement.

Strategic vision

Establish academic development that incorporates data skills as a key dimension for all research
activities. For example, create awareness of how academic projects can develop comprehensive
strategies that reflect data management challenges.

Create mentoring schemes that encourage not just sharing of experiences but also create

80
='§ opportunities for long-term collaborations.
Y
~ Explain how researchers can use data-driven approaches to create value for stakeholders
Academic impact | beyond academic publications, for example, in providing training related to the sustainable data
management of outputs from research projects.
Data knowledge | Facilitate knowledge sharing and participation in mentorship networks and communities
practice with expertise in data science practice.
Data Introduce training that creates awareness of diverse data ecosystems and their associated
ecosystems characteristics, opportunities and challenges (e.g. smart cities, health data, data utilities, marketplace
o platforms).
3 Develop an appreciation of the differences between academic-to-academic, academic-to-business
;E) and academic-to-government collaborations.

Provide training that integrates the perceived legitimacy and trustworthiness of data in the eyes
of key stakeholders involved in projects.

science practice |use of data science methods.

Responsible data | Incorporate guiding principles, ethical considerations and practical examples of responsible
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Conclusions. The use of big data analytics
in NLP can improve the accuracy and efficiency
of NLP systems in several ways.

Big data analytics allows you to collect huge
amounts of data from various sources, such as
social networks, news or publications. This data
can be used to train NLP models, improving their
accuracy and generalization ability.

With big data analytics, NLP models can be
trained on larger and more diverse data sets, result-
ing in increased accuracy and reliability. This can
be achieved using such methods as transfer learn-
ing, ensemble learning, and multi-task learning.

Big data analytics allows processing of large
data sets in real time, enabling faster and more effi-
cient NLP system development. This can be partic-
ularly useful in applications such as tonal analysis
of texts, where timely understanding is critical.

Big data analytics can help personalize NLP
systems for specific users or domains, increasing
their effectiveness and relevance. For example,
by analyzing user behavior and preferences, NLP
systems can be adapted to provide more relevant
recommendations or responses.

Big data analytics can help detect and correct
errors in NLP systems, improving their overall accu-
racy and reliability. This can be done by analyzing
large volumes of data to identify patterns and trends
in errors and adjust NLP models accordingly.

Big data analytics can help in understand-
ing decision-making processes in NLP systems,
improving their explainability and reliability. This

can be achieved through techniques such as feature
importance analysis and visualization, which can
help identify the most influential factors in NLP
solutions.

With big data analytics, it is possible to combine
multiple modalities such as text, speech and com-
puter vision to improve the accuracy and reliability
of NLP systems. This can be achieved by analyz-
ing large amounts of data from multiple sources
and combining the information obtained from each
method.

Thus, the use of big data analytics in NLP
can improve the accuracy and efficiency of NLP
systems by enabling large-scale data collection,
improved model learning, real-time processing,
personalization, adaptation, error analysis, explain-
ability, continuous improvement, and multi-mo-
dality fusion. However, it is important to consider
the ethical considerations associated with big data
analytics in NLP to ensure that these systems are
used responsibly and for the benefit of society.

The issues raised in this discussion are extremely
relevant when it comes to the doctoral students
training. It is undeniable that Big data analytics,
NLP technologies will complement the landscape
of doctoral education research with new contexts,
challenges, and form new perspectives. A cursory
analysis of foreign pedagogical discourse evi-
dently confirms this, which at the same time actu-
alizes the deepening in researching this problem
and examining the effective strategies for the doc-
toral education modernization in Ukraine.
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TPIAJA «IHTEJIEKTYAJII3BAIIA — BIPTYAJII3ALIA — BEJIUKI JAHI»:
MIKANCHUIIJITHAPHI ACHEKTH IPUPOAOMOBHUX JOCJIAKEHb
TA IEPCIIEKTUB TOKTOPCHKOI OCBITH

V it cTaTTi pO3NIAIAI0TECS MDKANCIUILTIHAPHI MUTAHHS IPHPOTHOMOBHHUX JOCIIKEHb Ta IEPCIIEKTUBU JOKTOPCHKOT
OCBITH B KOHTEKCTi Tpiamu «lHTenekryamisamis — BipTyamisamis — Benuki mani». OcTaHHI TEXHOMOTiUHI JOCATHEHHS
3HA4YHO CTPHSIM Tporpecy y cdepi 00podku mpuponsoi moBu (NLP). Cydacne NLP 3Ha4HOI Mipor0 MOKIaga€ThCs
Ha METOIHM MAIIMHHOTO Ta TIMOWHHOTO HABYAHHSI, IIO JO3BOJISIE KOMIT IOTepaM HABYATHCS Ha BEJIHMKUX HA0Opax MaHUX
1 BUKOHYBATH 3aBJaHHS 3 BUCOKOIO TOUHICTIO.

OCHOBHI aCHEKTH, SKi BHCBITICHI B CTarTTi, BKIIOYAIOTH BHUKOPHCTaHHS HEHPOHHMX MEpEK, MEXaHI3MH YBaru
Ta TpaHcepHOro HapuaHHsA. OOTrOBOPIOIOTECS TOJOBHI BUKIHKH, 3 SKHMH CTHKaeTbcsi cydacHe NLP, Taki sk
HEOJIHO3HAYHICTh, 0OMEXEHICTh TaHUX, BIICYTHICTh KOHTEKCTY Ta €THYHI MPOoOJieMH. BaxmmBHMH HanpssMKamMu JIOCJT1IDKEHb
€ MYJIETUMOJIAJIbHICTh, TIOSICHIOBAIIbHI HEHPOHHI Meperki Ta po3BUTOK cucteM NLP 17151 MOB 3 00MEXEHUMH PECypcamu.

CraTTs aKIeHTYE yBary Ha TeXHOJIOriuHOMY cTatyci NLP Ta iioro 3HauymmocTi B yMoBax iHTeJIeKTyai3aii, BipTyamizanmii
Ta aHaNi3y BEJHMKUX JaHUX. BU3HAYeHI MOXJIMBI HAaNmpsAMKU IOCHIJKEHb, TakKi SK TOKpPALICHHS IHTEIeKTyamisalii
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cucteM NLP, cTBopeHHs BipTyanbHux cepemoBuin jiss NLP-momaTkiB Ta BUKOPHUCTAHHS aHANITUKH BEJMKUX JIAHUX
JUTSL T IBUIIIEHHS TOYHOCTI Ta eheKTUBHOCTI crcteM NLP.

Kpim Toro, y cTarTi po3nIsaacThesl HABYAHHS JOKTOPAHTIB B yMOBax BukopuctanHs NLP Ta aHanizy BeIUKUX JaHMX,
aKIEHTYIOUH yBary Ha po3poOIli KOMIETEHIii B YIpaBIiHHI JOCTITHUIBKAMH JAHUMH Ta METOIOJIOTTYHOMY KarliTani
OCBITHBOT HayKH JaHHX. Y MiJCYMKax IMiJKPECTIOEThCS BAXKIUBICTh IHTErpalii eTMYHHX ACMEKTiB y BUKOPHCTAHHA
texHosorii NLP Ta 1x 3Ha4eHHS U1 Cy4acHOi TOKTOPCHKOT OCBITH B YKpaiHi.

VY JIOoCHiKEHHI MiAKPEeCIeHO KPUTHYHY HEOOXITHICTh KOMIUICKCHOTO MiAXOAY 10 aHali3y MOBH, BIpTYaJbHHX
CEpEeIOBHII TA BEMKKUX AaHHUX I pO3BUTKY cucteM NLP Ta MonepHizaii TOKTOPCHKOT OCBITH.

KuarouoBi caoBa: 00poOka mpUpomHOT MOBH, BEJMKI JaHi, JOKTOPChKAa OCBiTa, MIATOTOBKA ACMipaHTIB, iHTe-
JICKTyaJIi3allisl, BipTyasi3aiis.
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